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Jean Baptiste Joseph Fourier
(March 21, 1768 - May 16, 1830)
was a French mathematician

and physicist who is best known

for initiating the investigation

of Fourier series and their application
to problems of heat flow.

The Fourier transform is also named

il ris rourivl.

On the Propagation of Heat in Solid Bodies




Jean Baptiste Joseph Fourier

e Onthe Propagation of Heat in Solid Bodies (1807)

=»committee: consisting of Lagrange, Laplace, Monge and
Lacroix .

« Two objections:

1. All these are written with such exemplary clarity - from a logical as
opposed to calligraphic point of view - that their inability to persuade

Laplace and Lagrange ... provides a good index of the originality of
Fourier's views.

2. Biot against Fourier's derivation of the equations of transfer of heat.
Fourier had not made reference to Biot's 1804 paper on this topic

but Biot's paper is certainly incorrect. Laplace, and later Poisson,
had similar objections.




Jean Baptiste Joseph Fourier

« The Propagation of Heat in Solid Bodies
(1811)

=»Report of the Paris Institute about the 1811
mathematics award.

e Fourier submitted his 1807 memoir together with
additional work on the cooling of infinite solids and
terrestrial and radiant heat. Only one other entry was
received and the committee set up to decide on the
award of the prize, Lagrange, Laplace, Malus, Haly and
Legendre, awarded Fourier the prize.
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Jean Baptiste Joseph Fourier

 The report was not however completely
favourable and states:

e ...the manner in which the author arrives at
these equations is not exempt of difficulties
and that his analysis to integrate them still
leaves something to be desired on the score
of generality and even rigour.

 Fourier won the prize but the paper was not
accepted for publishing!




Jean Baptiste Joseph Fourier

 Fourier was elected to the Academie des Sciences In
1817.

* In 1822, Fourier became Secretary, and the Acadéemie
published his prize winning essay Théorie analytique de
a chaleur in 1822.

« Why Laplace & Lagrange did not agree with
Fourier’s point of view?

e IEREFEEREREBRZEZ P Fourier A¥ITH R 0 T
Lagrange ~ Laplace - 2 # % F & & » & @R § i/ D|1811# » Fourier 14
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X o X P iEHdHR 0 £ 24 Poisson ~ Cauchy » — 2 3] Dirichlet % 3#-(weak
projection studies became the main stream of mathematics in the subsequent
decades) » 4 E & & ¥ o
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Jean Baptiste Joseph Fourier

« Why Laplace & Lagrange did not agree with
Fourier’s point of view?

 Fourier Series use infinitely differentiable functions.
Why use them to represent a simple discrete
function (non-periodic)?

e I EREFREERERBERRZEZIIEP Fourier BBIZ A R 0 T
Lagrange ~ Laplace - 2 3F % F & R > B R ﬁ‘“mld'-ﬁt“'118llﬁ » Fourier 4
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¥ o ¥ F BB 0 8 &3 Poisson ~ Cauchy » — £ 3| Dirichlet % 3-(weak

projection studies became the main stream of mathematics in the subsequent
decades) » 1 E it X ¥ -




Motivation

* The non-periodic trend of a data string
always introduces the Direct Current
(DC) contamination to almost the whole
spectrum o




Motivation

Spectrum with non-periodic @

trend
y(t) =sin(2z ft)+ 22 +T3 +0.2t% - 0.18°, T=t/20
f =4, 0<t<8

=4+0.25(t-8), 8<t<12

= 12<t<20 -~

-

-
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Motivation

 We had developed a diffusive Gaussian
filter to deal with this problem -

* However, the transition zone of the
Gaussian filter is too wide and a huge
computing resource Is necessary for a
narrow transition zone.




Merit of Using a Diffusive Filter

e No unknown dispersive error (phase
error) is introduced — important for
precise data analysis.




Theoretical Development




Gaussian Smoothing

e Fora
gives

¢ I lllb IS
filter.

data string Gaussian smoothing

1 X s\ 2 2 2
_ E : —(1—))°(AX)° /1 20
N E ° yi

i —i)2 (A2 /202 27m/
4 AX

‘A‘ '--A

n approximately diffusiv




A diffusive filter but the transition zone is too wide

e Original data

y—sinz—ﬂx
A

n

o After smoothing, no phase error is introduced.

y =a(o,A)sIn 2/1—72)( 0<a<l a= exp[—27z202 //12]
n

a—tlg|, if 1<0.60 (¢=the machine error)
—C, If 0.60 <4 <400 wide transition zone
—1 if 400/
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Gaussian Filter

An lterative Filter basing on Gaussian smoothing

Jeng, Y. N., Huang, P. G.. and Cheng, Y. C., “Decomposition of One-
Dimensional Waveform Using lIterative Gaussian Diffusive Filtering

Methods,” Proc. Roy. Soc. A. (2008) vol.464, pp.1673-1695,
doi:10.1098/rspa.2007.0031, Published online 13 March 2008.




 Repeatedly smooth the remaining high
frequency part.
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Red-black = blue

red smoothed = black —»

/ blue smoothed - black
Green - black =red
| IR Plue-black = green

green smoothed =>black | —»

Summing up smoothed part (3 black lines)

A A A A 3-rd cycle result (green) A A
If more cycles are used [
- original data _
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sigma = 0.6

Red : original
dashed : 1st cycle smoothed part
blue : 1st cycle high freq. part

blue : 10th cycle high freq. part
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o

sigma = 0.6

Red : original

dashed : 2rd cycle smoothed part
dotted : accumulated smoothe part

blue : 3rd cycle high freq. part blue : 20th cycle high freq. part

blue : 50th cycle high freq. part

1.Accumulated smooth part — original data as iteration increases
2 High frequency part — final high freq. part




Gaussian Filter

. .. _ 2727(
Original data y =sin

A

n

 |terative filter with factor o & iteration step
number M | gives the accumulated smoothed
part

2 71X

— - m
Yo =b(o,A)sin==, b~1-{l-a(c,1)}
ﬂ“n
D0<M—alc. DI <1+ mlel +lel < alAr 2) ~ exnl—2-2~2 1 221
_L.I. M\U,/U/J _-I-_III|(1| _l(zl _M\U’/b} bI\PL e/ (4 1 70V J

This iterative filter is also an approximately diffusive with
narrow transition zone




Attenuation factor b vs.

m & A with fixed o

transition

Attnuation
factor b

1

eIel 0 <b <1

ob ]

Cut-off region
short wave

] I

Increase iteration no.

preserve region

long wave
O[ | |M | | | |
0 1 2
LoglO(Nc)
A<A b—>0 A=A, b—>1
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Given bl & b2 2 solvem & o from

2 2 2 .
b(c/ Ay, m) =1—[1—exp{— ’;f H"=b, 0001

cl

2 2
27O

b(c /A, m)=1-[1-exp{———
/102

H" =b, -0.999

After specifying 4., & Ao, apply the iterative Gaussian smoothing (with
a fixed o) miterations

—‘*! to obtain the smoothing & high frequency parts
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2 2
27O

(0 ;) =1~ [L-exp{==3]" = 0.001

cl
2
2o’ A
_ cl m __
b(o ! A, m)=1—[1—exp{- — 1" = 0.999

™1 r?
5 Solvefor ol A, & m
L - N b(c /Ay, m)=5
4= M=0,1 b(c/A,m)=0.001& 0.999 _

F eececece-- M=0,1 b(c/A,m)=0.01 & 0.99 blo/ g, M) =1=0
1.3 M=2,3 b(c/A,m)=0.001 & 0.999
o/her | M=2,3 b(c/A,m)=0.01 & 0.99

M=0: iterative Gaussian

smoothing




2 2
b(c /A, m) =1—[1—exp{—27;—20}]m —~0.001

cl

22262 (1. )
< | 1" = 0.999

b(o/A,,m)=1-[1-exp{- Y

1 r?

Solvefor ol A, & m

M=0,1 b(c/A,m)=0.001& 0.999 b(o/Aq,m)=5

--------- M=0,1 b(c/\,m)=0.01 & 0.99 bl A _1_
M=2,3 b(c/A,m)=0.001 & 0.999 (0 Ac, ) =1=0

--------- M=2,3 b(c/\,m)=0.01 & 0.99

smoothing

6 For a narrow transition zone
lteration no. > 10**6
5F =» impractical
4t
: M=0: iterative Gaussian
3 o




Required iteration no. & smoothing factor

w.r.t. accuracy criteria

e o 0.01, 0.001, 0.0001, 0.00001, 0.000001
e My 33 127 410 1199 3306

. lteration no. Increases|as o decreases
0,14 0.64 0.7716 0.8783 0.9708 1.0538

b(o/Aq,m)=0
b(o/Ap,m)=1-06 for 4.,/ A =2




Effect of Gaussian filter upon a
polynomial

y = iant”
n=0

y'(t) = y(t)- y(t)~ V270> (ay + 3agt) + v2ra,[6t%c° + 36°)
+ @&5 [1Ot3c73 +15tc” 1+

n kn-2k _1\11 ~2k+1 2 NN_Z n
[(Zk)t V2r (2k-Dllo ]+O(At)~zbnt

LN e

al, a2, & highest two powers are removed




Effect of Gaussian filter upon a
polynomial

n

al

n

y:

-0
T MZ
o

y_'(t) ~ O(At?) for m > N /2

For a sufficient large iteration cycles, the
non-periodic trend will be ultimately removed.




Error of high frequency part

Error around 2 ends Increases Non-sinusoidal trend is
as iteration cycles increases removed after 2 cycles
15 .
red: original data sigma = 0.5
blue : smoothed part long dash line : 1st cycle error
green: high freq. part dotted line  : 2nd cycle error
solid line : 3rd cycle error
0 thin solid line : 100th cycle error
10
3
- S
! b
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10 0 10 20 30
time
y(t) =sin(27z ft)+ 202 + 13 +0.2{4 —0.10>, T=t/20
f =4, 0<t<8

=4+0.25(t-8), 8<t<12
5 12<t<20




Iterative Gaussian Smoothing Methods for
Finite Data String

Upper bound of error penetration distance

~ k- 0gy(m)







Moving Least Squares Filter

% Consider a data string of the form

Vi = | COS + C; SIn
5% A A

N
n
1+ 2 anX;j
n=0

% The polynomial designs the non-periodic
trend.




Moving Least Squares Filter

Y Assume the error functional as

_ M
e = Yexpl- Zxk) i = 3 A =)'

% The least squares approximation gives

(yO)V = ZgMan+Z[l a,, (o, 4)][b, cos( ')+c,sm(27;—x)]

BZ BM 2 2 2
a (O' ﬂ’l) |_1+B+?+ +Wje , BD=-Z27"0 /ﬂ“l




Moving Least Squares Filter

% To prove

e 27X,

(y' )M = ZgMnx”+Z[1 a,, (o, 2)][b, cos( ')+c|sm( > D]

52 BV |
a, (o,4)= [1+B+?+ +—]e i B——27z202/21

% ForM <11, use hand or Mathematica.

% Otherwise, properly split the procedure and
can prove it up to M =300.

% For a still high order, high computing device

and algorithm are necessary.




Moving Least Squares Filter

% Repeatedly apply the moving least
squares method for m cycles gives

N-2mM 27Z'X

ngnx +Z[1 a,, (o, 2)]"[b, cos( )+cI sm(T)]

% The embedded trend will be uItimater
removed if 2mM > N.




Moving Least Squares Filter

% The transition zone is determined by
1—ay (o A)]" ~1-5 3 parameters:M,mé&oc
1—ay (0, )" ~5 2 equations

B2 BM B 2 2 2
aM(a,ﬂq):[1+B+?+...+W]e , B=="2n°c"11,

or m&o.




Moving Least Squares Filter

Increase order, decrease transition Increase iteration cycles, decrease

zone's width transition zone’s width

Attenuation factor of the smooth part 1
heavy solid : 0th & 1st orders -

15 Gaussian smoocthing method
s heavy dash : 2nd & 3rd orders

dash-dot : 10th & 11th orders

dotted :20th & 21th orders

thin solid : 50th & 51th orders

thin dotted: 200th & 201th orders

:é // / os- 'S INCrease

05; -'I} // 7

l — ——/— Order increase
,fi
.": ']

0‘—I{J.‘.ii./.‘.lw‘.l....l.‘ 2

05 0 05 1 15

Log10{lambda/sigma)

Gaussian filter
<U




Moving Least Squares Filter

% For a single moving least squares filter.
¥ Increase order, decrease 4,/ 4 increase o

Sr d =0.001 - 0.999

Solidline : M/©C
dashed line: 72/ 71

lambda, /sigma or lambda,/lambda,

! ! ! ! | ! ! ! ! | ! !
0 100 200
order of the moving least squares method
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Moving Least Squares Filter

. m
% Solution of E-em@ml~1-9
m
L-ay (o, )" =6
variation of m&o/Avs 4,/ 4
8 2r
7 o - sigmaflambda,
- Iteration cycle vs. sigma/lambda, - solid line : iterative Gaussian smoothing
6 -, solid line : iterative Gaussian smoothing = dotted : iterative Moving least squares method
- dotted : iterative Moving least squares method 15 order=10 & 11
! order=10 & 11 B
5 - - |
~ | 2 I
E 4 € [\
o ! S 1 .. i
F 3
L §=
2F 0
F 05}
1 i
oF B — i
_1:||‘|||‘, 1 T T | O_I\II [ T T N N A RN NI N [ NN N A |
2 4 6 8 10 2 4 6 8 10
lambda,/lambda, lambda,/lambda,




Moving Least Squares Filter

% For small 4,74 ,large m cycles is

required. As order M Increase m |s
reduced.

Iteration number vs 2, /2,, 8=0.001

8 8r thin solid : iterative Gaussian smoothing
Iteration number vs 7\2 / 7\,110001 : heaW solid E order =_2 &3
| thin solid : iterative Gaussian smoothing | ﬂ“" doggg d : odrder_—64&8:,5
i heavy solid  :order=2&3 i eavy dotted . order =
thin dotted - order=4 &5 thin dashed rorder=10 & 11
or ! heavydotted :order=68&7 6F 1 heavy dashed : order = 20 & 21
! thindashed  :order=10 & 11 i ' thin dash-dot  : order =50 & 51
! heavy dashed : order = 20 & 21 i L heavy dash-dot : order =100 & 101
[ thin dash-dot  : order = 50 & 51 i ! thin dash-dot-dot : order =200 & 201
T 4 | heavy dash-dot : order = 100 & 101 T 4l ! heavy dash-dot-dot: order = 300 & 301
= " thin dash-dot-dot : order= 200 & 201 s | th §
% I I E heavy dash-dot-dot: order = 300 & 301 o
L2 [ L
2 -
OF
IS NS NS NS N NI FEEES N N N N L | 1
1 2 3 4 5 6 7 8 9 10 1 2
lambda,/ lambda, lambda,/ lambda,




Moving Least Squares Filter

% For awide 4,/4,, only lower order

possible.

ar lteration number vs 7, /%,=0.001
thin solid : iterative Gaussian smoothing
| heavy solid rorder=2 &3

thin dotted order=48&5
I heavydotted :order=6&7
. thin dashed corder=10 & 11
3 heavy dashed :order=20& 21
thin dash-dot : order =50 & 51
\ heavy dash-dot : order =100 & 101

thin dash-dot-dot : order 200 & 201
heavy dash-dot-dlot : order 300 & 301

sigma / lambda,
]
|
s

sigma / lambda,

]

Iteration number vs A, /3 =0.001
thin solid . iterative Gaussian smoothing
heavy solid order=2&3

thin dotted  order=4&5
heavydotted :order=68&7
— thin dashed :order=10 & 11
heavydashed :order=208&21
thin dash-dot : order = 50 & 51
wm.._ heavydash-dot : order =100 & 101

thin dash-dot-dot : order 200 & 201
heavy dash-dot-dot : order 300 & 301




Moving Least Squares Filter

% For a 4,/4, <11 the solution is critical
because the evaluation of

B° B
a, (o,4)=[1+ B+?+...+W]e‘8, B=-27°0c" //1,2

It needs a very high accuracy devices and
algorithm.




Moving Least Squares Filters
Procedure

% Evaluate the Fourier spectrum via FFT

% Determine the transition zone 4, & 4,

% Find suitable M, m, & ¢

% Multiple each mode with [1-a,(c,24)]"
a, (o, 1) = [1+B+B7|2+ +ﬂ]e‘8, B=-27°6"11°

% Perform inverse FFT of the resulting

spectrum =»desired high freq. part

* Required CPU =2 * FFT's CPU + extra




Results & Discussions







Moving Least Squares Filter

y(t) =1.2+0.4t +0.02t% +0.3e 05t sin(6t)
+0.45sin(1007t) + 0.2sin(564t)

+0.3(1+ 0.4t +0.04t2)e0005t" gjn(321)




Moving Least Squares Filter

6 Quadratic non-periodic part's error distribution

long-dash line: non-periodic part I B B B Y L L L L
51~  upper thin line : low frequency part 5
lower thin line : high frequency part

Emror of non-periodic part, ,/A, =1.5, M=6, m= 260
thinsolidline: ¢ =3.12871634,2, =5

heavy solid line : ¢ =31.2871634 A =50

heavy dotted line : = 312.871634 7 =500

Log10-error

time
To extract the trend
1. Smallo gives good interior
accuracy. ] I R L o L
2. Forlarge O ,the erroris 100 00 400 >0

around 1072

o




Moving Least Squares Filter

Quadratic* exp() nonperiodic part's error distribution If the trend is made
—T— e B complicated, the result

5 - - . . .

- Ermror of non-periodic part, A,/A, =1.5, M=6, m= 260 - Is similar.

- thin solid line : c=3.12871634, A =5 ]

- heavy solid line: ©=31.2871634, 1 =50 ]

- heavy dotted line : c=312.871634, >, =500 .
0

Log10-error

L | L I L L L L I L | I L L
0 100 200 300 400 500




Moving Least Squares Filter

% For this case the required transition
zone width is 4,/4~13 , parameters are
m = 2.531x10°,6 = 0.6546 for M =0; m=6,0 =1.26.., M =100

o B ot y(t) =1.2+ 0.4t +0.02t> + 0.3 °%" sin(61t)

heavy solid : original smooth part
solid : estimated smooth part

RS e +0.4sin(1007t) +0.25in(567t)
+0.3(1+0.4t +0.04t)e %" sin(321t)

- I L L L L L L L L L L L L L L L L L L L L
0 10 20 30 40 50
time




Moving Least Squares Filter

% For this case the required transition

zone width Is s=0.0014,/4, ~13, parameter are
m =2.531x10°,0 =0.6546, M =0; m=6,0=1.26..., M =100

—_— y(t) =1.2+0.4t + 0.02t> + 0.3e°%" sin(61t)
. +0.4sin(1007t) + 0.25sin(567t)
iy +0.3(L+ 0.4t +0.04t2)e %" sin(322t)
<b | Error at two ends are similar for

1. Gaussian smoothing
2. 100 th order moving least squares

Error bond are =Kk -logyg(m)




Turbulent Data

* Both Gaussian filter
(126 its) & moving
least squares filter
(41th order 1 its),
trend & lower freq.
part consist with

each other as shown.

pressure

B Turbulent data
i thin : original data
heavy solid : smooth part esitmated by
iterative Gaussian smoothing
126 its, sigma = 0.2
heavy dotted : smooth part estimated by
41th order moving least squares
1 its, sigma = 0.3596573

1 | y
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Turbulent Data

0.04 -

* Both Gaussian filter
| Turbulent data: spectrum of high freq. part

(126 its) & moving

i | dotted: estimated by iterative Gaussian smoothing
least squares filter L so.%gggﬁzﬁ%%ﬁ by 41t noving least squares
(41th order 1 its), * o
trend & lower freq. Eoe|-

< N

part consist with [
each other as shown.  °f

NC KU




Applications




Sharp Filter
Procedure

% Use the proposed fast and sharp filter to
remove the non-periodic trend + extreme low
frequency components.

% The high frequency part and it’s spectrum
are obtained simultaneously.

% Any filter or infinitely sharp filter upon the
spectrum Is straight forward.




Sharp Filter
Application

% It has been proven that a Gaussian window
Imposing upon the spectrum centered at
certain freq. Is the spectrogram coefficient of
the freq..

% The high frequency part’'s spectrum is
ready simultaneously.

% A spectrogram with certain window is
straight forward.




Characteristics of Morlet Transform
(Continuous Wavelet Transform)

(t)e—iG(t—r)/ae—(t—r)z/(2a2) dt

Gaussian window on time domain

Gaussian window
on spectral domain

1 e
W, z)=—[y
Ja -
f =3/(ar)
Induces (for short wave modes)
. [ b 6—2\
W (a,r) ~ iy > exp| — *_
N2 n=0_ L 2 | Ay @
i i27r
x| b, exp +Cp EXP
- /In -

12777
An




Gabor Transform
(short time Fourier transform)

Gaussian window on time domain

1 —
G(f T a) _ ﬁj‘w y(t)e—i27zf(t—r)e—(t—r) (22%) 4t

Induces

00 : _ 2 _£12
W(t,7,a) = | 2 3 (b, —icg)e! e 7 D
n=0

/

Gaussian window on spectral domain

. NC KU






SOl vs. CTI

CTIl: normalized monthly sea level pressure
Index based on the pressure records
collected in Darwin, Australia and Tahitli
Island In the eastern tropical Pacific.

SOl : average large year-to-year sea surface
temperature anomaly fluctuations over 6°N-

6°S, 180-90°W = An index of El Niho

SOl : its negative peak often occurs with a 2
to 7 year period, corresponds to a strong El
Nifio (global warm) event .




SOl vs. CTI

Huang had employed the ensemble HHT to
study the correlation between SOl and CTI

3 modes 2.83, 5.23 and 20.0 years/cycle.
Cross-correlation coeffi=-0.78, -0.79, and

-0.75, respectively. =2Confirm 2 to 7 year
period of correlation.

How about the detailed cross correlation
coefficient distribution with respect to
frequency variation?




CTIl & SOl raw data

‘ TI =1 — CoT 1 claataa. 18 F O 200 e o =
o ||” i '.1 LN i || F ' " I L J |h 1

p=laal =2

SOl cdata., 1 B8 70220065 wyvears

Theirm lirne - raaww clata

ddashedd lime - ssrrwooth poart, sigrma — S0 yeoars
126 its

SOI )

A
NRNRRRRN

ji':i‘l 'M | e " r"r P TIT R Ty STV T l| 'l m' Mm ‘

| | I I I I [ | L I I I | |
1 =200 1950 pr=d i L L )

Negative peaks of SOl are roughly corresponding to positive peaks

of CTI.




SOl vs. CTI

* Cross correlation

factor for 1, 2, &
3 Fourier modes.
2-( years/cycle
does have high
correlation coeff.

1 Cross-correlation factor distriubtion : CTI-SOI data - single mode

A
\/

cross-correlation-coef
(=]

| | | | | |
1\5{1avelength(ye1§rs)

1 Cross-correlation factor distriubtion : CTI-SOIl data - 2 modes
rectangular spectral window

cross-correlation-coef
(=]

R ] | I I 1 1
Wave length( ye?rs)

5

11 Cross-correlation factor distriubtion : CTI-SOIl data - 3 modes
rectangular spectral window

cross-correlation-coef
(=]

[ 1
5 "Wave Iength(yéar’rs)




SOl vs. CTI

* Cross correlation

factor for the 7
Fourier modes: T

1.85-25 years/cycle 20_5
does have high §
correlation coeff. ,,«8; ’

Cross-correlation factor distriubtion between
CTI-SOl data

heavy solid line :5 Fourier modes

heavy dotted line : 7 Fourier mode

wavelength(years)







ECG vs. ABP cross-correlation

% Data base: on open domain (Web site)

Moody GB, Mark RG. A database to support
development and evaluation of Intelligent
Intensive care monitoring. Computers In
Cardiology 1996;23:657-660.

It consists of over 104 patient-days of real-time signals
and accompanying annotations.

For Intensive care patients.




The false ventricular-related (VT) alarm

case

Y 28580- 28595 sec.

( with clear in-phase

correlation factor

around 1Hz (heart

beating freqg. in most

Intervals)

=>Need not special
attention.

. cross-correlation-coef

15~ Cross-correlation coeff. 260-ECG-ABP data
- regular region: 28580-28595sec.

- solid line : single mode

- dotted line : 2 modes

-
I

o
o

o

o
o1

wavelength(sec.)
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The true ventricular-related (VT) alarm
case

Y 6014-6026 sec.
No in-phase correlation

1.5

between ECG & ABP 1

around 1Hz freq.

. cross-correlation-coef

Cross-correlation coefficient, 485-ECG-ABP
6014.3 - 6026 seconds.

solid line :single Fourier mode

dotted line : 2 Fourier modes

wavelength(sec.)
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The true ventricular-related alarm case

Y 6200-6229 sec.

No in-phase correlation
between ECG & ABP

Cross-correlation coeff. 485-ECG-ABP data
solid line : single mode
dotted line : 2 modes

1.5

1.25

around 1Hz freq. %75
Q

O
o

0.25

o
T 11

o
[
(&3

crass=correlation-

1
o
o

-0.75F

wavelength(sec.)
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The true ventricular-related alarm case

Y 5520-5579 sec.
1.5 Cross-correlation coeff. 485-ECG-ABP data

No in-phase correlation 3?:&%‘5%;?&32%;;:253;55795“-
between ECG & ABP :
around 1Hz freq.

o
o

In most data intervals, no
In-phase correlation
between ECG & ABP
around 1Hz freq exists.

= The patient is in critical A B S S

wavelength(sec.)

o

. cross-correlation-coef

o
o

Ny .
(8]

condition =» need special care.
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New IMF Generator via cubic spline
polynomial + Least Squares method

thin : original periodic part
heavy solid: smoothed part (2 control points)

04} Smooth response is
not smooth enough
Yet !
0.2
E |
= B
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o) n
O
"5_ B
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. osk original data:’solid; tfrend: dotted
N S SV, s Original data is the
high reg. GSTA (Global Surface
: DAMu Anﬁvn N\ /\AA,\/’\;J\ AM AN AN /\/! .
LOVWONTW ARSIV air Temperature
IMF 1 02 2 control pts. ' ' Anomaly)
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s , , years
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-0.1 5 700 years
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b0z ] 00 years
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a ] /’\
£ L/ years
% - 5-: . Trend= smooth part +5|?esidue - /
" e /—\/_ , years
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Original HHT (IMF1)

Gstal147 data, periodic part .
0.001-0.501 cycle/year, 80 lines Gstal147 data, IMF1-original HHT

0.5 0.001-0.501 cycle/year, 80 lines
N 0.5
I 0022550 w
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0.1

q

o

50 100
time(year)

o

50 100
time(year)

Original periodic part IMF1 (original HHT)
unknown extra part in low
freq. regime is obvious!




Improved IMF1(use spline polynomial
+ |least squares)

Gstal147 data, periodic part

. Gstal147 data, imf1-2p
0.001-0.501 cycle/year, 80 lines 0.001-0.501 cyclelyear, 80 lines
0.5 0.5
R g g%%gig? e n0228503
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. 00icoi? i DMEn4c?
e
04 00150343
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= S,
& . ——————— — 2 e -
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| et—— '4
B L — | .
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o1k  E——— 0.1
—— e S — —
—cs— R —— |
0 50 100 0 0 100
time(year) time(year)

Original periodic part IMF1 (new HHT)
minor imperfections still exist!




Conclusions

% The fast and sharp diffusive filter is proposed.

% The required CPU time is slightly longer than
2 times of the FFT.

% For a narrow transition zone (width < 1.125),
the solution Is unavailable now. It needs a
high accuracy algorithm + high accuracy
computing device.

It is successfully applied to several cases.
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Future Works

Y To construct a table to show the best
combination of parameters M, m, & o
for a given transition zone 4, & 4, -

wApply to science and engineering
problems.

% The application is valuable because this
filter is a new tool to look into minor

modes in the low frequency regime.
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Moving Least Squares Filter

% For




